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BASIC PRINCIPLES AND LIMITATIONS OF NEURAL MACHINE TRANSLATION

The article describes some problems of Neural Machine Translation (NMT) and the role of neural networks in
the translation process. The mechanism of neural machine translation, its specific features, its differences from other
machine translation systems and the system limitations are also analyzed. NMT systems use artificial neural networks
that are trained on a large number of pairs of parallel sentences (‘parallel corpora’). These networks can read a word or
a sentence in the source language and translate them into a target language. However, word matching and breakdown into
phrases is no longer needed. This seems to be the main difference between the NMT system and other machine translation
systems, such as Rule-based or Statistical MT. In order to create a NMT system one must provide the availability
of several million pairs of sentences translated by human translators All modern NMTsystems are equipped with encoder-
decoder and ‘attention’ mechanisms. The unique role of the ‘attention’ mechanism is to predict subsequent words during
the translation process. While focusing on one or more words of the original sentence, it adds this information to the encoded
full text. This process is similar to the behavior of a human translator who first reads the entire sentence and then looks
at individual source words and phrases already translated or yet to be translated. In spite of its advantages, like fluency,
NMT systems have a number of drawbacks. The most frequent are adequacy errors, as well as omissions and additions
of content. Transfer of semantic content from the source to the target language often produces mistranslations. The source
phrases need to be very clear, coherent and void of ambiguity to prevent low quality output.

Key words: Neural machine translation (NMT), Al networks, source language, target language, parallel corpora,
encoder, decoder, attention mechanism, adequacy error.
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OCHOBHI IPUHLMUIIN TA OBMEXEHHSA
HEVPOHHOT'O MAIIIMHHOTI'O MMEPEKJIATY

Y emammi pozenaoaemoca cneyugixa cucmemu HeUmMpoOHHO20 MAWUHHO20 NEPeKIady, uo 30IICHIOEMbCS 3a 00NOMO-
2010 HeuporHux mepedc. Posensioacmocs mexanizm pobomu HelimpoHHO20 MAWUHHO20 NEPEeKAady, 1020 8IOMIHHOCHI i0
THWUX cucmemM MAUHHO20 NepeKaay, o2o CKAA008i YacmuHu, a maxoic icuyioui nedonixu cucmemu. Cucmemu HeupoH-
HO20 MAWUHHO20 NEPEeKIady GUKOPUCTOBYIONb WMYUHI HEUPOHHI Mepedici, AKi HAGUAIOMbCS 3 GUKOPUCTNAHHAM 8eTUKOL
KibKOCMI napanenvHux nap peuens («napanenvruil kopnycy). Li mepesicu 30amui uumamu cnoga abo peuenns 3 GUXionoi
Mosu ma nepexiadamu ix Ha yinbogy mogy. Ilpome, 3icmasnenns ciie ma po3ouska Ha (pazu dice ne nompioui. I ye
€ 0CHOBHOW giominHicmIo mixic cucmemoro NMT ma inwumu cucmemamu nepexnady, maxumu sk RbMT (mawunnuil
nepeknao Ha ocHosi npasun), abo SMT (cmamucmuunuii mawunnuil nepexaad). [ljo6 cmeopumu cucmemy NMT, 3nado-
OumbCs KiibKa MITbUOHIE Nap peyerb, Nonepeorbo nepexkaadenux nepexiaoauamu. Bei cyuacui cucmemu NMT o6nao-
HAHI MeXAHI3MOM «KoOep-0ekooepy ma mexanizmom «yeazuy. Ocobnusa pons Mexanizmy «y8azuy. noaseac 8 momy, woo
6 npoyeci nepexiady nepeddauamu KoJiCHe HACHYNHe CI080. 30CepeddCyiouiucs Ha OOHOMY Yl KLIbKOX CLOBAX BUXIOHOZ0
PEUeH s, MeXAHI3M «Y8a2uy 000d€ Yio IHPOpMayito 00 3ak0008aH020 NosHo20 mexkcmy. Lletl npoyec cxoxicuil Ha NOBedIHKY
JIOOUHU-NEPEKNA0aud, KA CNOYAMKY YUMAE 8Ce PeYeHHs, a NOMiM OUBUMbCS HA OKpemi 8uXioni nepekiadeni abo uje
He nepexiadeni crnosa i pasu. Hezsaxcarouu na maxi nepesazu, sx weuoxicme, cucmema NMT mae maxooic pao nedo-
nixie. Hauuacmiwe cnocmepieaiomvcsi NOMUIKY, AKI BNIUBAIOMb HA AOEKBAMHICIb NEPEKAAdY, d MAKONC MAIOMb Micye
nponycku ma 000aeanHs smicmy npu nepexnadi Ilepedaua cemanmuunoeo 3micmy 3 8UXioHoi MOBU HA MOBY NEPeKNAYy
yacmo npu3Bo0Ums 00 HeNPasUIbHO20 MayMayenHs. Buxioni ¢ppasu marome Oymu dysice wimkumu, 3po3ymitumu ma oe3
0BO3HAYHOCMI, W00 VHUKHYMU HESKICHO20 NePeKIdl).

Kntouosi crosa: neiiponnuil mawunnuii nepexnad (NMT), euxiona mosa, yinb0oea mosa, napaienvHi Kopnycu, kooep,
dexooep, MexaHizm.

For decades, scientists have been trying to  Neural Machine Translation as a new approach to
develop new translation methods to improve machinetranslation. This method was first proposed
translation efficiency. The idea of using neural by N. Kalchbrenner and P. Blunsom (Kalchbrenner
machine translation method appeared as far et al., 2013), I. Sutskever (Sutskever et al., 2014)
back as in the early 1950s. But it was not and D. Bahdanau (Bahdanau et al., 2015). It
until 2013 that this method found its further differed from previously known popular MT
development and practical application. methods such as Statistical Machine Translation

In 2013 N. Kalchbrenner and P. Blunsom from  (SMT) which is based on the analysis of existing
Oxford University proposed a new translation translations from bilingual text corpora and Rule-
method which can be regarded as the birth  based Machine Translation (RbMT) which is
of'the Neural Machine Translation (NMT).In2016, a matching translation system based on linguistic
Google introduced the Neural Machine Translation  information about the source and target languages.
System (GNMTS) to improve the performance This paper investigates the main principles
of Google’s translation service. Google started of the NMT and some of its existing limitations.
using NMT, which replaced Phrase-based Machine =~ All NMT systems comprise basically three main
Translation system (a variety of Statistical Machine =~ components: the encoder, the attention mechanism,
Translation (SMT)) previously used by the Google  and the decoder.(Cho K. et al., 2014). The decoder-
Translate service. encoder mechanism is an indispensable part

The Neural Machine Translation System (NMTS)  of the system and is used to predict subsequent
uses anew approach which is different from previous ~ words with certain properties according to
methods of machine translation and is very similar ~ the sentence structure. The input sentence is
to the work of the human brain. NMTS uses a deep  first encoded into an abstract set of numbers
learning technology as part of Machine Learning  and the sentence is analyzed in terms of grammar
and Artificial Intelligence (AI). This technique (context) and segments (words) contained therein.
allows the system to imitate human behavior = Then the decoder, having “read” the sentence to
through learning. The NMT system has clearly the end and simultaneously from left to right
demonstrated its capability of self-learning which  and from right to left, begins to decode and predict
resulted in further improvement of the efficiency = words. Each predicted word is used to predict
of neural machine translation. the next word and so on. Finally, the target sentence

Inrecentyearsagreatnumber ofresearchershave  is generated. During this process, the attention
been actively engaged in studying and developing  mechanism plays an important role as it helps
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the decoder to analyze different parts of the input
sentences and helps the system to memorize long
sentences. The following diagram (Fig. 1) shows
the neural machine translation model:

In order to create an effective NMT system
it is required to have a huge bilingual corpus
that contains text in the source language with
the equivalent translation in the target language
(Shen G., 2011).

In the process of translation the source word is
analyzed in terms of its morphological structure,
grammatical category and grammatical role in
a sentence. After that the system finds the same
word representation in the target language.

NMT system is trained on large number of pairs
of sentences and also it uses ‘knowledge’ obtained
previously. Word matching and breakdown into
phrases are no longer needed. Thus, for a more
precise choice of a word for translation, the context
of the entire original sentence is used, as well as
the context with all previously predicted words.
And this is more like how a human translation
occurs. In the process of training of a neural
system, there is a constant comparison of each
predicted word with the ‘correct’ word, i. e. with
the word that is used in a target training sentence..
If the predicted word does not coincide with it,
then the parameters of the model are updated. This
process is repeated multiple times and, as a result,
the neural system goes through a multitude of pairs
of sentences which are mixed in random order

several times. The process stops when there is no
further improvement in word prediction.

According to some estimates NMT outperforms
other types of machine translation systems in
fluency and accuracy. It also gives better results in
terms of inflection and reordering (Bentivogli L.
et al., 2016).

In spite of the obvious advantages NMT has
also certain weaknesses.

The translation quality deteriorates in case
the sentence segments are too long. NMT may
become totally ineffective if a sentence comprises
more than 20 words. Satisfactory results in solving
this problem can be achieved by using a long-
sentence preprocessing technique (Ha N. T. et al.,
2019). The method uses the extraction of bilingual
phrases and creation of bilingual corpus based on
these phrases.

NMT system has difficulty with translating
rare and low-frequency words. Also, its overall
performance remains relatively slow and requires
post-editing.

In many cases NMT remains domain-specific
whichmeansthatthesystemistrainedtotranslate texts
from specific domains, e. g. business, e-commerce,
legal, medical, etc. Besides the need to prepare large
amounts of data for training, a significant computing
power is required to train the system.

Neural machine translation aims at building
a single neural network which can be trained to
achieve the best translation results.

NEURAL MACHINE TRANSLATION MODEL

INPUT WORDS

ENCODER

ATTENTION MECHANISM

INPUT CONTEXT

DECODER

OUTPUT WORDS

Fig. 1.
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Table 1

NMT Adequacy Errors
Incorrect translation .
Ne Context Adequacy error (by Google) Correct translation
1 The kitten is lovely. Gender Komrenst mumnuii. MeHi 1ie Komrens muie. Bono meni
I like it o700a€eThCs. roz06aeTbes
2 | The secret is out. [ am in Idioms Cekper pos3kputuid. S B rapsiuiit Cekper po3KpHUTHi.

hot water

BOJII

B mene mpobnemu

3. | No. one failed to come | Negative pronouns HixTo He mpuiinos Bci npuiinuiu
4 He was dined and wined Th . . Horo o6ianm i BunyBamm Moro npuroman 06izoM Ta BUHOM
: - e Passive Voice . o
in the best houses of Paris B Halkpamux OyauHkax [laprka| B Halikpamux OynuHkax [laprka
5 | The bed was not slept in | The Passive Voice Jlixxko He crianu B nixkky He crianu
6 Cairae! Impersonal Dawns! It dawns!
Jouuts! sentences To rain! It rains!
7 IIro crarTro HamKcaB Proper names This article was written by Peter |  This article was written by Petro
Ilerpo Bopona p the Crow Vorona

An important prerequisite for starting the NMT
process is the availability of a dataset (parallel
corpora) in both source and target languages.

The neural machine translation can be of two
types: the classical NMT and NMT with attention
mechanism. Both of them were studied and the results
showed that NMT with the attention mechanism has
significantly outperformed the classical NMTin its
performance (Tan Z. et al., 2020).

Nowadays NMT is widely used to increase
fluency and accuracy in translation. However,
adequacy still remains a major problem in NMT
In spite of its obvious advantages over other types
of translation systems, (Kong X. et al., 2019).
NMT generates numerous adequacy errors during
the translation process. It means that a great

deal of post-editing work on the part of human
translators is still required (Ustaszewski, 2019).
There can be different types of adequacy errors
made by the NMT system including omissions,
additions or mistranslations. Some typical
examples of adequacy errors produced by the NMT
system are given in Table 1.

In conclusion it should be noted that NMT in
spite of its growing popularity is still facing some
problems which have to be overcome to make
this method more effective and flawless. The
major factors for future development of NMT are
the growing volumes of big data and online content
which requires an efficient and robust machine
translation system able to cope with the emerging
challenges.
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