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TO QUESTION ABOUT UNIFICATION THE BASIC LAWS OF PHYSICS
AND INFORMATION THEORY

The main problems of unification the basic laws of physics and information theory are discussed. Next aspects of this
problem: laws, constants and system, are analyzed. The evolution main universal physical laws from optical Ferma
principle to action principle in their historical retrospective is researched. The main thermodynamical principles as
Carno theorem, Prigogine-Glensdorf principle are represented. The role of physical constants in the creation universal
theories is est note. Stoney and Planck system of fundamental physical constants and its place in modern theory are
analyzed. The impact of the development of physical theories on the emergence and development of systems theory is
shown. According to E. B. de Condillac, any set of connected elements is a system. Moreover, part of these elements
are the principles by which the corresponding system was created. At the same time, the number of principles should
be minimal, and preferably one. Information theory is analyzed on the basis of its universal principle — Shannon's
theorem. The connection between physics and information theory is shown. For this, the theory of information-physical
structures was used. A more universal unification was obtained from the generalization from L. de Broglie's formula about
the equivalence of the amount of ordered and disordered information. It is shown that on the basis of a dimensionless
quantity that can be interpreted both as a dimensionless action and as a dimensionless entropy, it is possible as a partial
case to obtain the basic universal laws of physics and information theory. In this case, the analogy between thermodynamic
and information entropy becomes more obvious. Further prospects for the development and application of the proposed
methods of unification in in various branches of modern science, including verbal and non-verbal knowledge systems, are
analyzed and discussed. The idea of the possibility of creating a unified system of knowledge is also expressed.

Key words: unification, de Broglie, Fermat, Maupertuis, Lagrange, Hamilton, Rayleigh, uncertainty principle, physics,
information theory, open systems.
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1O IUTAHHS ITPO YHI®IKAIIIO OCHOBHUX 3AKOHIB ®I13UKHN
TA TEOPII IH®OPMAIIII

0062060p1010MbCA OCHOBHI NPOOIEMU VHIQIKAYIT OCHOBHUX 3aKOHIB (Di3uKU Mma meopii inpopmayii. AHanizyomsca HacnynHi
acnexmu yiei npobnemu: 3aKoHu, KOHCManmu ma cucmemu. J{ocrioNcyemocs eonioyis OCHOBHUX YHIBEPCANbHUX Di3UUHUX
3aKkouie 6i0 onmuynozo npunyuny @epma 0o npunyuny Oii 8 ix icmopuuniti pempocnexkmusi. [106mopHo HagedeHo OCHOBHL
mepMoOuHamiuHi npunyuny, maxi sx meopema Kapno, npunyun Ipueoscuna-Inencoopga. Biosnauacmuvcs ponv Qhizuynux
KOHCIaHm y CmeopeHHi yHigepcanvHux meopiil. [Ipoananizoeano cucmemy gyHoamenmanvhux @izuunux koncmanm Cmoyri
i [Inanxa ma ii micye 6 cyuacniti meopii. Ilokazano éniug po3eumxy QisuuHux meopiil Ha BUHUKHEHHS A PO36UMOK Meopii
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cucmem. 32i0Ho 3 E. B. 0e Konounvskom, 6y0b-sKa CYKynHicmbs 36'3aHux enemenmie € cucmemoro. binowr moeo, vacmuna
YUX eeMenmie € NPUHYUNAMU, 3a aKumu 6yna cmeopena 6ionogiona cucmema. Ilpu ybomy Kinbkicms npuryunie mac oymu
MiHiMabHo0, a Kpawje — ooHicto. Teopis ingopmayii ananizyemvcs Ha OCHOBI il YHIBEPCATbHOLO NPUHYUNY — Meopemu
Ulennona. Ioxkazaro 36’330k @izuxu 3 meopiero ingopmayii. /s yvo2o Oyna sukopucmana meopis iHghopmayitiHo-Qizuynux
cmpykmyp. binow yHigepcanvhy yHighikayito ompumano yzaeanvHenna 3 gopmynu JI. 0e Bpoiins npo exsisaneHmHicmy
KIbKOCTI 8NOPAOKOBAHOT Mma Heenopsaokosanoi ingopmayii. Ilokazano, wo Ha 0CHO8I Oe3PO3MIPHOT BeNUUUHU, AKY MOXMCHA
iHmepnpemyeamu sax Oe3po3MipHy 0ito, Max i K Oe3POIMIPHY eHMPONII0, MONCHA K YACMKOBULL BUNAOOK OMPUMAMLL OCHOBH
VHI8EpCAbHI 3aKOHU QI3uKy ma meopii ingpopmayii. ¥ ybomy sunaoxy ananoeis Misc mepmoOuHaMIuHOI0 ma iHGopMayitiHow
eHmponicio cmae Oinbui 04egUOHOI HaA0H0I0. [Ipoananizoéano ma 062080peHo NOOATbILI NEPCHEKMUBU DPO3GUMKY
ma 3aCcmOCy8aHHL 3ANPONOHOBAHUX MemoOie VHIQIKayii 6 pPI3HUX 2any3sX CYYACHOI HAYKU, 6KIOYAKOYU 6epOATbHI
ma HeeepbanbHi cucmemu 3Hanb. Takootc BUCTOBTIOEMbCA i0es NPO MONCTUBICIG CNBOPEHHS EOUHOT CUCEMU 3HAHD.

Knrouosi cnosa: ynighixayis, de bpoiinw, @epma, Monepmioi, Jlaepanoic, [ aminomon, Penetl, npunyun Hegusnauenocmi,
¢hizuxa, meopis ingpopmayii, 8i0kpumi cucmemu.

Introduction. The problem of unifying the laws Physical constants play a significant role in the
of physics and information theory is closely related  unification of physical laws (Barrow, 1986). Thus,
to the development of theoretical and mathematical ~ the Newtonian gravitational constant is the legali-
physics (Trokhimchuck, 2021). It was in physics  zation of the unification of celestial and terrestrial
that the first universal laws were formulated: Fer-  mechanics into a single system, and the speed of
mat's principle (eikonal theory) (Trokhimchuck, light is the unification of electricity, magnetism,
2021), action principle of least action (Trokhim-  and optics into Maxwellian electrodynamics.
chuck, 2021), the second law of thermodynamics The systems of Stoney constants (gravitational
(Trokhimchuck, 2021). constant, speed of light in a vacuum, and electron

In his research, C. Shannon derived a quantity  charge) and Planck’s constants (gravitational con-
that had the same properties as entropy, and on the  stant, speed of light in a vacuum, and Planck’s con-
recommendation of J. von Neumann, he named  stant) showed that it is possible to use dimensional
it entropy (information entropy), and the law  analysis and an optimal set of constants to construct
itself was named information entropy (Shannon,  physical quantities that have a completely specific
1948). At the same time, a similar law was formu-  physical nature (plankion in modern cosmology)
lated in non-equilibrium thermodynamics, which  (Barrow, 1986).
was named the Prigozhin-Glensdorff principle Main results and discussions. It should be
(Trokhimchuck, 2021). Later, Yu. Klimontovich  noted that besides the Newtonian synthesis pro-
built the theory of open systems on the basis of this  gram in physics there are some modifications
principle (Trokhimchuck, 2021). (Trokhimchuck, 2021). In contrast to classical rep-

Further unification is associated with the use of resentations that exist in cybernetics and physics,
L. de Broglie's formula from the thermodynamics of  the theory of information and physical structures
a point (de Broglie, 1964), which was interpreted as s the synthesis of physical and information theory.
the principle of equality of ordered and disordered  The following problem is practically addressed: is
information for a closed system (Trokhimchuck, it not possible to construct the theory so that it is
2021). This made it possible to consider all the prin-  based on both informational and physical laws and
ciples of deterministic and stochastic science froma  principles. Such a program was implemented in
single point of view (Trokhimchuck, 2021). the theory of information and physical structures

Also, on the basis of Rayleigh's principle of  (Trokhimchuck, 1992), the main element of which

observability and the principle of uncertainty s the Rayleigh ratio (Bohr, 1928). We give it in a
(Bohr, 1928), the theory of information-physi-  gpe-dimensional form:

cal structures (Trokhimchuck, 1992) was built,

which allowed a deeper understanding of the Ak dor= Ak Ay =Mk Az =AwrAt=1. (1)

connection between theoretical physics and Where Ak, Ax, Aky, Ay, Ak, Az, Aw, At — corre-

information theory. sponding changes of wave numbers, coordinates,
On the basis of these studies, criteria were devel-  frequency and time.

oped both for the construction of a more general When multiplying this relation by h (Planck

theory of open systems and for the characterization  (Dirac) constant) and changing the sign of equal-
of such phenomena as the vacuum (Trokhimchuck, ity to a sign greater than-equal, then we have

2021). (Bohr, 1928)

75



®di3uka Ta ocBiTHI TexHouorii, Bum. 1, 2024

Ap Ax =Ap Ay=Ap -Az=AE-At>h. (2)

Where Ap , Ap , Ap_— corresponding changes of
liner momentum coordinates.

It is nothing more than a mathematical expres-
sion of the principle of complementarity and of the
uncertainty principle.

But in quantum mechanics, h /2 is often written
instead of h. This is due to the fact that "half" of
uncertainty is attributed to incoherent processes.
(the so-called zero states of the quantum vacuum).

If we put equal signs in formulas (1) and (2), we
will get a mathematical expression of the conditions
of classical and quantum coherence (Perina, 1985).

If we change the signs to differentials and use
linear differential forms, we will get the theory of
information-physical structures (Trokhimchuck,
1992).

Recall that the relation (1) is a condition of
observation of a unit wave. In the theory of infor-
mation-physical structures, it is considered as a
quantum of change of dimensionless physical
measure.

Thus, the relation (2), which is analogous to the
Rayleigh ratio, can be regarded as a spatial-tem-
poral representation of dimensionless entropy, as
well as dimensionless action. They are equivalent
to the de Broglie ratio (de Broglie, 1964)

% S ©)
ho ok

about the equality of ordered and disordered
information in closed system. Here S, is an action,
S, — entropy, i — Planck constant, k, — Boltz-
mann constant (Trokhimchuck, 2021). Therefore,
it makes sense to consider dimensionless rela-
tions not as elements of dimensionless entropy or
action, but as elements of a generalized informa-
tion (Trokhimchuck, 2021).

As shown in (Trokhimchuck, 2021), with this
measure one can generalize the concept of phys-
ical vacuum. Indeed, in modern physics, this
concept plays a very important role. There are
three basic types of vacuum. This is Newtonian
ether — a completely elastic environment in which
all known physics interactions can be described
and described; In electromagnetism (the quantum
field theory also), this is a space-time continuum
with e = 1 and u = 1 (where ¢, u — the relative die-
lectric and magnetic permeability of the medium).
W. Pauli (Trokhimchuck, 2021), by the way, con-
sidered an electromagnetic vacuum as a kind of

=5,
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ether. The third kind of vacuum is cosmological,
which is main in cosmology.

In (Trokhimchuck, 2021), the view was
expressed that an electromagnetic vacuum is
mainly a dynamic environment, and Newtonian
ether is static.

According to (Trokhimchuck, 2021), we intro-
duce the concept of vacuum from a polymetric
analysis.

Definition 1. A generalized vacuum is the state
of a system in which the change of the generalized
measure is zero.

Here are examples:

1. Ether of Newton — Mach. The reference sys-
tem — the absolute and spatial-temporal measure is
also absolute, so the change of this measure is zero.

2. Electromagnetic vacuum. Measure is the
quantum of action Planck constant 4, 84 = 0.

3. The theory of informational-physical struc-
tures: the measure is or dimensionless entropy,
or action, the vacuum states will be states with
8§, =0and 8S = 0.

From the latter, the role of the principle of
dynamic equilibrium is very clearly visible: it is the
principle of equilibrium between physics and infor-
mation. Entropic representations and the principle
of dynamic equilibrium itself can be summarized as
follows (for a generalized measure we denote S ):

5Sg >0;8,>0; 4)
F)Sg <0; Sg <0; %)
65,=0;5,=0. (6)

The relation (4) is nothing more than the action
principle, the Carnot principle, the Prigogine-Glens-
dorff principle, the uncertainty principle, criterion
of open systems [7, 8]. The relation (5) is a gener-
alization of the negentropic principle of the theory
of information, principles of classic and quantum
coherence theories, etc. Expression (6) is the con-
dition for the existence of vacuum: 8S = 0 is rela-
tive, S = 0 is absolute.

It should be noted that the trends in the develop-
ment of theoretical physics in XVII — XVIII centu-
ries, in particular the principle of Fermat and Mau-
pertuis, led to the creation of the foundations of the
modern theory of systems by E. B. de Condillac
(de Condillack, 2009).

Thus, in the theory of information-physical
structures and in this section in terms of laws the
most general unification was carried out.
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Here are some thoughts on the relationship
between physics and information theory. Consider
a more detailed relationship S, =kx—wt.

In fact, if Sg > 0, that is, kx > w-t, then the
structure changes, which means that over time the
structural part of the measure increases, that is, it
increases its entropy, action, etc. When S < 0, this
means that the structural part of the measure of rel-
atively intense (frequency-time) changes little, so
physical processes pass at a different speed than
information (Trokhimchuck, 2021).

As we see at the level of laws, physics and infor-
mation theory are synthesized and thus, using the
example of physics, they showed that any theory is
also informative.

In contrast to classical representations that
exist in cybernetics and physics, the theory of
information and physical structures is the syn-
thesis of physical and information theory. The
following problem is practically addressed: is it
not possible to construct the theory so that it is
based on both informational and physical laws
and principles. Such a program was implemented
in the theory of information and physical struc-
tures (Trokhimchuck, 1992), the main element of
which is the Rayleigh ratio. We give it in a one-di-
mensional form:

Ak-Ax = Aw-At=1. (1a)

Analogously we receive one-dimensional vari-
ant of formula (2).

Ap -Ax = AE-At >, (2a)

This is nothing more than a mathematical
expression of Bohr's complementarity and the
principle of uncertainty.

The main concepts of the theory of informa-
tion-physical structures are:

1) the principle of fundamental harmonic equi-
librium;

2) the equivalence of all canonical parameters:
E — energy; p — linear momentum; k — wave num-
ber; x — coordinate; @ — frequency; ¢ — time;

3) polymetry, that is, for each physical phenom-
enon corresponds to its own metric (symmetry,
geometry, dimension, etc.).

Definition 1. Information-physical (dynamic)
structures will be called mathematical structures
(constructive), which are formed and changed
under the influence of the change of any of the
canonical parameters or group of parameters, or
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the type of functional dependence (communica-
tion) between them.

Definition 2. A dynamic structure with pure
bonds is called a structure in which (Trokhim-
chuck, 1992)

kx=N,wt=N,, (7

where N,, N,—numbers.

Principle of fundamental harmonic equilib-
rium: When in the information-physical structure
with pure bonds the form of connections does not
change (does not change its dimension), the struc-
ture is in a state of harmonic equilibrium.

Principle of dynamic equilibrium: A structure
is called dynamically equilibrium if

kx—wit=0

)
or
kx=wt. 9)
Roughly speaking, correlations (7) and (8) are
expanded Rayleigh correlation (ratio).
Now we rewrite Rayleigh ratio (1 a) and (2 a):

Ak-Ax = Awr-At, (10)
Ap -Ax = AE“AL. (11)

We replace the operator A on a differentiatial
d. If only the parameter under the differential does
not go to zero, then this substitution is mathemati-
cally correct. In this case we have

dk-dx = dw-dt, dp - d x = dE- dt, (12)
or equivalent
@zﬁzconst, ﬁzﬂzconst. (13)
dt dk dt

X

Integrating (13), with const =V (speed) we have
E=pV+C;x=Vt+C, o=kV+Cy; (14)

where C,, C,, C, — integration constants. Hav-
ingput C, =E, C,=x, C,=x,,C; =w,, we have

E=pV+ E; x=Vt+x;; o=kV+wo, (15)

0 >

that is nothing else than the law of conservation
of energy, the law of inertia and the law of addition
of frequencies, and also the law of constant inter-
action velocity in an isotropic medium (relation
(13). In an electromagnetic environment, this will
be the speed of light c. If in the first case, replace V'
onc, and E, on myc’, where m, — the initial mass
of the moving body, then we have

E=pVtmc, (16)
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that is, the law of conservation of energy in an
isotropic electromagnetic environment.

Further, the expansion of the relation (8) is car-
ried out through the harmonic potential (Trokhim-
chuck, 1992)

(pchoexp{i(kx—cot)}. 17)

As shown in (Trokhimchuck, 1992), is nothing
more than a dimensionless entropy; for large val-
ues of parameters it becomes equal to Boltzmann

or Shannon (in more detail it is disassembled in
(Trokhimchuck, 1992) entropy, that is

S, =ke—ot . (18)

We can change S, on &S,, then we have for
3S, = kx — ot >0 the law of increasing the entropy,
and for &S, =kx— o7 <0 — the negentropic princi-
ple of information theory.

It should be noted that cybernetics is also a
synthetic science [George, 1979], which, in addi-
tion to physics and information theory, includes
a number of other sciences. In general, it should
be an open system. Therefore, the theory of

information-physical structures removes part of
the problems in creating a more universal the-
ory — polymetric analysis (a universal theory of
analysis and synthesis of any knowledge system)
(Trokhimchuck, 2021).

But kx—ot and px— Et is also a wave phase
and entropy can be replaced by action. In par-
ticular, this was reflected in the construction of
the Lagrangian formalism of quantum mechanics
(Trokhimchuck, 2017).

As we see at the level of laws, physics and
information theory are synthesized.

Conclusions:

1. The problem of unification physical laws is
researched.

2. The influence of these studies on the further
unification of the laws of physics and information
theory is shown.

3. The theory of informational and physical
structures is analyzed.

4. Questions about the perspectives for the
development of this direction of research are dis-
cussed.
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